January 25, 2024

To: Chair Charlotte A. Burrows  
Equal Employment Opportunity Commission

From: ACLU  
Center for Democracy & Technology  
Governing for Impact  
National Women’s Law Center  
NAACP Legal Defense and Educational Fund  
Upturn

Re: EEOC priorities on automated systems and technological discrimination

Dear Chair Burrows,

We, the undersigned groups, write to follow up on the July 13, 2021, letter that several of our organizations sent to you, Assistant Attorney General Kristen Clarke, then-Secretary of Labor Martin Walsh, and then-OFCCP Director Jenny Yang titled Addressing Technology’s Role in Hiring Discrimination (the “2021 letter”),1 and the “Automated systems, including artificial intelligence (AI)” section of the October 26, 2023, letter that the Leadership Conference on Civil and Human Rights’ Employment Task Force sent to the EEOC outlining broader employment-related civil rights priorities.2

We have been pleased to see the progress that the EEOC and other federal agencies have made in the past three years on issues relating to technological discrimination. Throughout the current administration, the EEOC has shown a strong and persistent focus on the rising threat of discrimination from new workplace technologies, particularly automated decision systems (ADSs) and electronic surveillance and automated management (ESAM) systems. Within months after the beginning of the current term, the EEOC established an Artificial Intelligence (AI) initiative, which has resulted in multiple listening sessions, public hearings, and publications dedicated to exploring the potential of discrimination from technologies whose deployment has often outpaced an understanding of the risks they pose. We were especially gratified to see that the recently published Strategic Enforcement Plan (SEP) repeatedly emphasized the Commission’s intent to use its authority to target technological discrimination through its regulatory and enforcement activities.3

---

1 Available at https://www.aclu.org/documents/coalition-memo-addressing-technologys-role-hiring-discrimination.
In November 2023, President Biden issued a wide-ranging Executive Order on Safe, Secure, and Trustworthy Artificial Intelligence (the “EO”). Among other things, the EO focused on the need for agencies to “address civil rights and civil liberties violations and discrimination related to AI,” asking the Department of Justice to coordinate with the relevant heads of independent regulatory agencies such as the EEOC to achieve that goal. It also called attention to AI’s potential harm to workers’ well-being and access to job opportunities. The EO followed this summer’s White House Office of Science and Technology Policy (OSTP) Request for Information on Automated Worker Surveillance and Management, underscoring the Administration’s strong interest in managing the risks associated with emerging workplace technologies.

We urge the EEOC to consider the below proposals when deciding how to strengthen protections against technological discrimination, in keeping with both the Commission’s own prior efforts and the Administration’s heightened focus on equity in the face of new technology. This letter first identifies the areas in which we believe the EEOC can make the greatest impact on these issues in the short term, then highlights the steps we believe the Commission should prioritize during the remainder of the five-year period covered by the SEP (2024-2028).

I. Recommended priorities for 2024

A. Create worker-facing "know your rights" fact sheets on Automated Decision-making Systems and Electronic Surveillance and Automated Management

Workers are at a severe information disadvantage when it comes to employers’ use of ADSs and ESAM. Current laws do not explicitly require employers to disclose when they are using these technologies, much less the specific types of technologies they are using and how those technologies may affect workers. However, employers who fail to communicate about the use and results of ADSs and ESAM may run afoul of existing civil rights laws. Because many forms of ADSs measure characteristics tied to and reflective of disability or that may be affected by disability or pregnancy, employers cannot comply with the Americans with Disabilities Act (ADA) or the Pregnant Workers Fairness Act (PWFA) unless they provide sufficient notice to allow disabled workers the opportunity to raise concerns and request either an accommodation or an alternative form of assessment that tests the worker’s ability to perform the relevant essential job functions. Moreover, if an employer plans to introduce ESAM or ADSs that could adversely impact workers with known or suspected disabilities, deploying the ADS without first notifying workers could violate those workers’ right to reasonable accommodation.

---

5 See 29 C.F.R. § 1630.11 (unlawful for employer to administer test to a worker with “a disability that impairs sensory, manual or speaking skills” unless “the test results accurately reflect the skills, aptitude, or whatever other factor of the applicant or employee that the test purports to measure, rather than reflecting the impaired sensory, manual, or speaking skills of such employee or applicant”); 42 U.S.C. § 2000gg-1 (unlawful for employer to fail to provide reasonable accommodation to workers with known limitations due to pregnancy, childbirth, or related medical conditions).
6 See 29 C.F.R. § 1630.9(a) (unlawful for employer to fail to provide reasonable accommodations to known physical or mental limitations of workers with disabilities); § 1630.2(o)(3) (employers may have to engage in interactive process to determine employee’s limitations and potential accommodations).
To help ensure that workers can seek the accommodations they need, the EEOC should issue worker-facing “know your rights” fact sheets and other guidance to better inform workers of how the use of new workplace technologies may affect their legal rights. Such materials would build on the EEOC’s recent technical assistance on the use of software, algorithms, and AI to assess job applicants and employees.7 These employer-facing documents explored ways in which algorithmic decision-making tools could violate the ADA and Title VII. The EEOC also published a brief “Tips for Workers” fact sheet that explained how uses of algorithmic systems for the screening, hiring, and firing of workers may violate the ADA.8 However, these documents were limited in scope and only offered examples of screening tests and related scoring practices.

The EEOC should publish expanded “Tips for Workers” guidance, building on its efforts to educate workers on their rights with respect to the use of ADSs and ESAM in the workplace. The EEOC should work with labor unions and worker rights organizations to inform the development of these resources. Such materials should include information about:

- ADSs and ESAM typically used in the workplace and how their use may impact workers and applicants.
- When workers can ask for reasonable accommodations in relation to employers’ use of ADSs or ESAM in the workplace that affect the terms and conditions of employment.
- When applicants and workers have a right to know that employers are using ADSs and ESAM.
- When workers can ask employers for justification of their use of ADSs or ESAM to make decisions affecting the terms and conditions of employment.

These fact sheets should cover workers’ rights under the ADA, Title VII, and other laws against employment discrimination, including the Age Discrimination in Employment Act (ADEA) and the PWFA.

**B. Expand on employer-facing guidance regarding the ADA and Title VII**

The 2021 letter urged the Commission to publish informal guidance encouraging hiring technology vendors and employers to design, test, and audit their technologies to prevent discriminatory effects. Such guidance is necessary to clarify for employers what information they should seek from vendors when procuring hiring technologies, and the testing employers themselves should conduct before and while using these technologies.

---


We were pleased to see the Commission publish technical assistance documents on how ADSs may violate the ADA\(^9\) and Title VII\(^{10}\) and the White House’s Blueprint for an AI Bill of Rights\(^{11}\) elevated the ADA publication as an example of how to put protections against algorithmic bias into practice. This guidance was an important first step, correctly recognizing that existing federal employment law applies to ADSs in the same manner as to traditional selection procedures. This guidance affirms employers’ obligations to prevent discrimination arising from their ADSs, regardless of whether they create the tool themselves or use technology developed by third parties. Additionally, the ADA guidance appropriately recognizes that ADSs that purport to measure personality traits, speech patterns, or other attributes that do not inherently reflect a candidate’s ability to perform essential job functions may violate the ADA if they screen out disabled workers who could perform the essential functions of the job with or without a reasonable accommodation.\(^{12}\)

We urge the EEOC to expand on this technical assistance by: (1) providing greater detail as part of providing formal guidance or conducting rulemaking; and (2) issuing guidance on employers’ use of ESAM systems.

1. **Issue formal guidance or rules on ADSs that provide greater detail on employers’ obligations under Title VII, the ADA, PWFA and other anti-discrimination laws**

While technical assistance provides employers with useful advice on how the EEOC may apply civil rights laws, the Commission could maximize its impact by incorporating this advice into official materials backed by a vote of the full Commission. Once it becomes formal guidance, the legal interpretations and applications set forth therein would be more likely to be adopted by courts considering civil rights cases involving ADSs. Employers would, in turn, have a much stronger incentive to heed the documents’ admonitions.

Such formal guidance (or rules) should also provide additional details on employers’ obligations to ensure that ADSs and other modern selection tools comply with federal employment discrimination law. Such guidance should, at a minimum, cover:


\(^{12}\) The AI EO (Sec. 6(b)) orders DOL to publish “principles and best practices” to address AI’s effects on evaluation of job applicants and workers and on workers’ health, safety, compensation, and ability to organize. While these principles and best practices will be useful, formal guidance will still be needed from the EEOC, as the agency with primary responsibility for enforcing workplace anti-discrimination laws.
Steps employers should take to notify prospective applicants in job postings or at the beginning of the application process about the assessment methods that will be used. For example, the EEOC should state that, to ensure that disabled workers have a meaningful opportunity to raise accessibility concerns or request accommodation in compliance with the ADA, employers must provide applicants with pre-assessment information about the characteristics a tool measures and how it measures them.

Potential ways ADSs can assess people differently based on disability, race, gender, age, or other protected characteristics. For example, ADSs trained on data sets where Black, female, or other protected groups of workers are underrepresented may not learn how to recognize strong candidates from those groups, and ADSs that measure personality characteristics could discriminate against workers with a number of disabilities.

Examples of data that create a high risk of discrimination against protected classes when used to develop, train, or deploy ADSs.

Examples of assessment mechanisms that create a high risk of discrimination against protected classes.

How employers should evaluate whether adequate steps have been taken to identify and mitigate algorithmic bias in ADSs.

How often employers should refresh an ADS’s training data and retest the ADS for adverse impact and validity (e.g., due to evolving candidate pools or changes in job requirements).

How employers can assess whether a less discriminatory alternative has comparable validity.

How employers should inform candidates of the availability of accommodations and how to obtain them.

When employers should proactively make alternative assessment methods and accommodations available (i.e., without requiring a candidate request).

How ADS-driven decisions could violate the ADEA, PWFA, and other anti-discrimination laws.

Additional regulations or guidance on these and other subjects would help employers and employment agencies comply with their nondiscrimination obligations before their conduct triggers enforcement actions. Such proactive measures are particularly important given that ADSs can harm large numbers of employees and applicants before algorithmic bias is uncovered and addressed.

2. Issue guidance for ESAM addressing civil rights employment protections

The EEOC should build on its existing work addressing ADSs by issuing guidance on compliance obligations for the use of ESAM under the ADA, Title VII, and other employment discrimination laws.

---

15 Standard 6 of the Civil Rights Standards for 21st Century Employment Selection Procedures, for example, recommends that audits occur at least annually, while pending legislation in Massachusetts would require updated impact assessments when “material changes” are made to the ADS. See Mass. H.1873, § 5B(b).
The lack of transparency around employers’ use of ESAM, and the lack of clear guidance on how anti-discrimination laws apply, mean that many workers may not even be aware when they are being monitored and managed by automated systems, and employers may struggle to comply with the law.

There are good reasons to believe, however, that these tools will negatively impact protected groups of workers. A 2020 Data & Society report noted that low-wage and hourly work is more susceptible to datafication—and thus to ESAM—“because these jobs’ tasks are easily measured. These workers are also often immigrants, women, and people of color, populations historically facing higher scrutiny and levels of surveillance and monitoring.” Additionally, ESAM systems frequently operate by flagging behavior that is considered “atypical.” A tracking system using facial scanning may not function for workers with darker skin. A worker with a physical disability may move in ways that an automated video surveillance system identifies as suspicious. Immigrant workers in call centers monitored through speech-recognition systems may speak with accents that the algorithm may not accurately decipher—and so forth. ESAM that disproportionately flags members of protected groups as engaging in suspicious or disfavored behavior, or that otherwise tends to generate unfavorable evaluations of or actions towards protected groups of workers, thus may lead to unlawful discrimination.

Moreover, ESAM may limit workers’ opportunities to request reasonable accommodations and incorrectly flag required breaks as inappropriate. A primary use case for ESAM is to identify and eliminate inappropriate breaks and other employee downtime. This poses a particular risk for disabled and pregnant or breastfeeding workers. These workers often require more frequent breaks and, indeed, often are legally entitled to breaks as reasonable accommodations—yet ESAM systems may flag appropriate breaks as somehow inappropriate. Increasing the pace of work can also exacerbate underlying medical conditions and lead to job strain, which can cause or worsen a variety of conditions. The automated nature of these systems can also short-circuit the ability of disabled and pregnant workers to engage in an interactive process to request or identify a reasonable accommodation.

Consequently, using ESAM to alter productivity requirements, subject workers to intrusive monitoring, and enforce one-size-fits-all requirements will often tend to disadvantage and discriminate against workers with protected characteristics. Furthermore, most workers lack meaningful protection from this surveillance. Federal law currently does not provide workers with meaningful electronic surveillance or workplace privacy protections and, aside from California’s Privacy Rights Act, the series
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18 29 C.F.R. § 1630.2(o)(3).

19 The Electronic Communications Privacy Act (ECPA) requires employers to obtain consent before intercepting “any wire, oral, or electronic communication.” 18 U.S.C. § 2511(1)(a) (general prohibition against such interceptions). But this provision’s applicability to many forms of monitoring is unclear because employers need not intercept communications made on company-owned devices. See Ifeoma Ajunwa, et al., *Limitless Worker Surveillance*, 105 Cal. L. Rev. 736, 749 (2017). Moreover, the ECPA allows interception of communications so long as at least one party consents, 18 U.S.C. § 2511(2)(d), and nothing in the ECPA prohibits employers from making consent a condition of employment (or continued employment). In practice, employers can obtain this consent easily by requiring employees to sign handbooks or other employer-provided documents where employers reserve the right to monitor workers’ communications.
of comprehensive privacy laws that many states have recently enacted exclude the employment context from their protections.

Given these considerations, the EEOC should ensure that employers relying on ESAM understand the impact of these systems on their workforce as well as their continuing legal obligations under employment anti-discrimination laws. The EEOC should detail employers’ obligations to ensure that deployments of ESAM do not violate civil rights laws. Such rules or guidance should include:

- Clarifying that ESAM practices that tend to disadvantage protected workers can violate applicable anti-discrimination laws if they negatively impact the compensation, terms, conditions, or privileges of affected workers’ employment or result in loss of employment.

- Identifying steps employers should take to comply with the ADA, the PWFA, the Rehabilitation Act, and the Pregnancy Discrimination Act (PDA), including employers’ obligation to ensure that deployments of ESAM do not threaten the rights of disabled, pregnant, and other protected workers, such as the right to reasonable accommodations. This should include providing notice of electronic monitoring and providing workers with information on how they can request accommodations.\(^{20}\)

### C. Issue guidance on vendor liability

As the EEOC is aware, many employers utilize screening tools and assessments developed by third-party software vendors in their hiring processes, as well as third-party recruiting and ad-targeting platforms. The design and functioning of these tools has an enormous and often determinative impact on recruiting and hiring decisions: screening and assessment tools regularly reject or rank and filter down applicants such that they will not be considered by a human recruiter, while sourcing, recruiting, and ad-targeting platforms determine who will or will not get contacted or targeted for a job opportunity. While the EEOC has made clear that employers can be liable for civil rights violations when they discriminate through the use of tools or platforms developed by third parties,\(^{21}\) the EEOC should issue guidance that clarifies when digital platforms and software vendors can themselves be liable for the discriminatory functioning of their tools.

Title VII states that an employment agency includes “any person regularly undertaking . . . to procure employees for an employer or to procure for employees opportunities to work for an employer.”\(^{22}\)

\(^{20}\) These recommendations are drawn from comments that some of the undersigned organizations made in response to the White House Office of Science and Technology Policy’s 2023 Request for Information on workplace surveillance. See Center for Democracy & Technology, et al, Comments on Automated Worker Surveillance and Management (June 29, 2023), https://cdt.org/insights/bossware-cdt-and-gfi-lead-broad-coalition-warning-white-house-of-risks-of-workplace-electronic-surveillance-and-automated-management/. As also stated in those comments, the EEOC should coordinate as needed with the DOL, which has responsibility for enforcing the Providing Urgent Maternal Protections for Nursing Mothers (PUMP) Act, to ensure that uses of ESAM do not threaten lactating workers’ rights under employment discrimination laws.

\(^{21}\) EEOC AI ADA Guidance; EEOC AI Title VII Guidance.

\(^{22}\) 42 U.S.C. § 2000e(c). The term “person” under Title VII includes corporate entities. 42 USC § 2000e(a). See also 42 U.S.C. § 12111(7) (incorporating Title VII definition of employment agency into ADA); 29 U.S.C. 630(c) (defining “employment
Existing EEOC guidance states that an “entity that regularly refers potential employees to employers or provides employers with the names of potential employees” can be liable as an employment agency. But the guidance does not provide sufficient clarity on this issue and needs to be updated to explicitly address the application of the law to the kinds of roles played by today’s vendors and platforms in the hiring and recruiting process. For example, the EEOC’s existing guidance on what constitutes an employment agency provides some examples of cases that have deemed various kinds of entities such as newspapers or professional associations to be employment agencies under certain circumstances. But it is unclear how those examples would compare to the ways that modern-day recruiting platforms function.

The EEOC should update its guidance to include examples of modern-day employment agencies such as a job-matching platform that algorithmically matches jobs to candidates and vice versa. Such entities are plainly in the business of procuring both employees for employers and employment opportunities for workers, bringing them within the Title VII definition. Likewise, when employers retain social media platforms to design or deliver targeted recruitment ads aimed at only selected groups of workers, the platforms are, in the words of the EEOC’s guidance, “refer[ring] potential employees to employers” and, when the users click on those ads, “provid[ing] employers with the names of potential employees.”

It would also be useful for the EEOC to directly address when a vendor whose tool is assessing and ranking candidates may be accountable under other theories of liability. For example, the EEOC can address whether a software vendor may be liable as an indirect employer for third-party interference with the relationship between the applicant and the employer using the vendor’s tools. Likewise, while the EEOC’s recent guidance on assessing the adverse impacts of ADSs and ESAM under Title VII states that software vendors may be agents of an employer “if the employer has given them authority to act on the employer’s behalf” or “an employer relies on the results of a selection procedure that an agent administers on its behalf,” the EEOC could further clarify what kind of reliance or delegation of authority would be sufficient and include examples based on some of the different ways that employers commonly work with ADS or ESAM vendors.

Such guidance is critical for several reasons. First, EEOC guidance in this area would be extremely useful to courts, which are beginning to grapple with the question of when vendors and platforms may be liable as employment agencies or otherwise, and could benefit from the EEOC’s expertise in both the
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24 Id.

law and the intricacies of how these tools work.\textsuperscript{26} Second, to the extent that the EEOC finds that vendors or platforms may potentially be held liable under certain circumstances for their discriminatory tools, it would provide such entities with greater incentives to better design, audit, and deploy their tools in conformity with civil rights laws. Employers, especially smaller businesses with fewer resources, often lack the expertise and/or resources to readily and thoroughly assess a third party’s claims about its products. Third, clarifying vendor/platform liability would allow the EEOC and workers’ advocates to address more directly a critical upstream source of discrimination—the development and marketing of discriminatory tools that are used by numerous employers—instead of more inefficiently addressing discrimination one employer at a time.

II. Longer-term priorities for the balance of the SEP period

A. Use authority to perform technical studies to increase agency information collection

The 2021 letter urged the Commission to help shed light on employers’ ADS practices by using its “authority to ‘make such technical studies as are appropriate to effectuate the purposes and policies of [Title VII] and to make the results of such studies available to the public.’”\textsuperscript{27} Information collected during such studies could reduce the massive information advantage employers and vendors currently enjoy, guide enforcement efforts at all levels of government, and spur the development of new industry standards.

The Commission could conduct such studies by partnering with agencies with greater experience in non-enforcement-related information-gathering. The Department of Labor’s Office of Federal Contractor Compliance Programs (OFCCP), for example, recently updated its scheduling letter to require federal contractors to provide information on their use of ADSs and similar assessment tools as part of audits.\textsuperscript{28} The Commission could work with the OFCCP to conduct studies using the information gathered through such audits, as well as through EEO-1 data (including the additional EEO-1 data recommended by subsection II.C of this letter).

As we noted in the original letter, “[g]iven the degree to which employers and vendors have an information advantage in this space, agencies should be proactive and creative in their strategies to collect data and gain glimpses into the nature and extent of employers’ use of hiring technologies.” That remains no less true today, and we urge the Commission to look for ways to use non-enforcement levers to close that information gap.

\textsuperscript{26} See, e.g., Gundogdu v. LinkedIn, No. 23-60804-CIV-WPD (D.Ct. Fl. 2023) (granting LinkedIn’s motion to dismiss on the ground that plaintiff failed to allege sufficient facts that LinkedIn is an employment agency); Mobley v. Workday, No. 4:23-cv-00770-YGR (D.Ct. CA Jan. 19, 2024) (granting Workday’s motion to dismiss with leave for the plaintiff to amend its complaint to allege facts to support its claims that Workday is an employment agency or could be held liable as indirect employer or agent of the employer).

\textsuperscript{27} Letter, supra note 1, quoting 42 U.S.C. § 2000e-4(g)(5).

B. Pursue Commissioner charges and directed investigations to investigate discrimination related to ADSs and ESAM

The 2021 letter urged the Commission to pursue Commissioner charges under Title VII and the ADA, and directed investigations under the Age Discrimination in Employment Act (ADEA) and the Equal Pay Act, to investigate discrimination in the absence of individual complaints. Directed investigations and commissioners’ charges have the potential to be an important tool in enforcing prohibitions on algorithmic bias in employment. Because employees often lack information about whether and how their employer or prospective employer uses ADSs and ESAM, they may not have sufficient information to seek counsel and file discrimination complaints. Commissioner charges would allow the Commission to act upon information they receive to further investigate algorithmic bias, such as through the technical studies discussed above.

We applaud the EEOC for stating its intent to prioritize enforcement of technological discrimination throughout its 2024-2028 SEP. We were also pleased to see the Commission bring its first case involving an ADS, which alleged that iTutorGroup used an ADS to automatically reject women applicants over 55 and men over 60. We urge the EEOC to consider Commissioner charges as part of this enforcement effort, including against employers that use ADSs or ESAM that have a disparate impact on protected groups or otherwise violate civil rights laws.

C. Adopt an updated Internet Applicant Rule that applies to all applicants screened or evaluated by hiring technologies, and issue formal guidance on when targeted advertisements and other algorithmic screening techniques violate civil rights laws

The 2021 letter urged all federal agencies enforcing employment discrimination laws to adopt an updated version of OFCCP’s Internet Applicant Rule (IAR) that clarifies that covered employers must collect data on people screened or evaluated by targeted job advertisements and other “passive” candidate screening techniques. We reiterate this request and ask that the EEOC also issue formal guidance on when these screening techniques violate civil rights laws.

Employers use a variety of algorithmic tools, including targeted advertisements, to solicit applications for employment and screen potential applicants. Unfortunately, these tools can replicate existing patterns of occupational inequities and segregation. For example, researchers have found that algorithms used to decide who is shown advertisements regarding employment opportunities discriminate based on race and gender, often reflecting stereotypes about who works certain kinds of jobs. Significantly, a worker who does not receive a targeted ad, and thus is adversely impacted by the
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29 EEOC SEP, supra note 3.
underlying algorithm, generally will not know of the ad’s existence at all, let alone the adverse impact they suffered.

At present, employers are not required to collect data on all people who are evaluated using such screening techniques, and there is insufficient guidance on when techniques that decide which potential candidates learn of job opportunities, or that otherwise pre-screen workers who have not formally applied for a job, qualify as actionable employment decisions. For example, the IAR, which applies to federal contractors’ recordkeeping obligations, considers candidates to be applicants only if they have affirmatively expressed an interest in a position—an overly narrow interpretation in light of the increasing role that targeted advertisements and other “passive candidate” screening techniques play in determining which workers are selected for employment.

We were gratified to see the SEP explicitly mention “targeted job advertisements” and recruiting methods as potential sources of unlawful discrimination. This decision is in keeping with the Blueprint for an AI Bill of Rights, which likewise critiques “[a]dvertisement delivery systems that predict who is most likely to click on a job advertisement end up delivering ads in ways that reinforce racial and gender stereotypes.”

The EEOC should work with OFCCP and other relevant agencies to update the IAR to require covered employers to collect data on all people who are evaluated by candidate screening techniques, regardless of whether they have taken steps to obtain a position, and otherwise harmonize relevant federal rules and regulations. In addition, the EEOC should work with Congress on legislation requiring all companies to disclose which targeted ads they use and how those ads were targeted.

The EEOC should also issue formal guidance or rules recognizing that when employers use targeted advertising and other sourcing/recruitment activities as the exclusive means of obtaining applicants for a position or to substantially limit the number of potential applicants, it is effectively a screening technique and thus subject to anti-discrimination laws covering employment decisions. This guidance would be consistent with existing case law holding that sourcing practices that have a disparate impact on who is hired can violate Title VII as well as the Uniform Guidelines for Employee Selection


32 EEOC SEP, supra note 3, at 5.

33 Blueprint for an AI Bill of Rights, supra note 11, at 25.

34 This is distinct from recruitment efforts, such as outreach to historically underrepresented groups, that are designed to expand the applicant pool or ensure that the applicant pool is representative of the population at large.

35 See, e.g., United States v. Brennan, 650 F.3d 65, 125 (2d Cir. 2011) (holding that word-of-mouth hiring violates Title VII if it causes a disparate impact on a statutorily protected class in who is hired); United States v. Ga. Power Co., 474 F.2d 906, 925 (5th Cir.1973) (“Word-of-mouth hiring and interviewing for recruitment only at particular scholastic institutions are practices that are neutral on their face. However, under the facts of the instant case, each operates as a ‘built-in-headwind’ to blacks...”). These efforts are distinct from recruitment efforts, such as outreach to historically underrepresented groups, that are designed to expand the applicant pool or ensure that the applicant pool is representative of the population at large.
D. Require employers to retain records about types of reasonable accommodations provided and methods of providing them, and include disability status data in EEO-1 reporting

To ensure greater transparency and accountability in how employers are complying with their obligation to provide reasonable accommodations under the ADA and Rehabilitation Act, the 2021 letter recommended that the EEOC “require employers to maintain records about the types of reasonable accommodations offered when hiring technologies are used.” Presently, 29 C.F.R. Part 1602 requires employers that keep employment records to preserve various personnel or employment records, including “requests for reasonable accommodation.” However, there is still no requirement that employers actually maintain records on how they responded to those requests.

The need for such recordkeeping has become more urgent in light of employers’ increasing use of one-size-fits-all ESAM and ADSs, often in the form of technologies that provide no obvious means of requesting or providing accommodation. The passage of PWFA in 2022 expanded the scope of workers with a right to reasonable accommodation, further underscoring the need for employers to keep records of their responses to accommodation requests. Consequently, we urge the EEOC to begin a rulemaking process that requires employers to maintain records of their responses to accommodation requests under applicable laws, including any specific accommodations requested, offered, provided, or denied.

Similarly, the EEOC should work with stakeholders to ensure that disability information can be appropriately collected as part of future EEO-1 data collections, as suggested in the 2021 letter. Disability status information could be collected using the Census Bureau’s disability categorization framework or through an alternative process developed with input from disability rights groups and other stakeholders. This data collection would both help bring further transparency to the participation of disabled workers in the workforce and also allow the EEOC to track the impact of employment decisions and management technologies on such workers, both at individual companies and in the workforce as a whole.

E. Hold workshops and convenings on hiring technologies

The 2021 letter recommended that the EEOC and other relevant agencies “hold workshops and convenings to gather information about industry practices.” Since then, the EEOC has held a variety of hearings, presentations, and other public-facing events on AI. These have included listening sessions, panel discussions hosted by the Miami and Memphis field offices, and full meetings of the Commission.

36 29 C.F.R. § 1607.2(B). See also id. § 1607.4(C) (stating that adverse impact is determined in the first instance by reference to the “total selection process for a job”). While the UGESPs do not apply to certain recruitment practices, it does apply to other selection procedures that are used as a basis for making employment decisions. 29 C.F.R. § 1607.2(C).
with ADSs as the focus. In addition, the team that works on the EEOC’s AI initiative has met regularly with members of civil rights, workers’ rights, and other civil society organizations to gather additional insights into how employers are using AI in the workplace and employment decisions. These events have provided the EEOC and the public with valuable information about how workers are experiencing AI and automation.

We hope to see the EEOC continue and expand on these efforts in the coming years. The EEOC field office sessions, for example, could either be incorporated regularly into CLEs that cover various topics or be part of an ongoing program that delves into these issues in greater detail. Organizers could tailor such sessions to provide information to employers or workers about how employers use AI and the risks associated with automated decision and management systems under federal anti-discrimination laws.

Additionally, the EEOC should hold a follow-up to the January 2023 full Commission hearing devoted to AI in the workplace, including broad and diverse perspectives, in advance of rulemaking and formal guidance on the other issues discussed in this letter.

F. Encourage employers and vendors to include members of vulnerable groups in the development and testing of ADSs

Finally, including diverse groups of workers in the development and testing of ADSs would be one potentially effective way to identify potential sources of disparate impact, inaccessibility, or other forms of discrimination before they have the chance to affect real-world employment decisions. Consequently, the EEOC should use its platform to encourage vendors and employers to incorporate members of vulnerable groups into the design, testing, and validation of modern selection procedures. It could do this through the avenues identified in earlier sections of this letter, including holding workshops and issuing technical assistance and other employer-facing documents.

Conclusion

Technological change in the workplace will continue to present new challenges to workers, employers, and regulators in the coming years. By taking the steps outlined in this letter, we believe the EEOC can help ensure that those changes work to benefit workers and prevent the use of technologies that reinforce or exacerbate existing inequities in the workplace and labor market. We thank the Commission for its attention and look forward to engaging with the EEOC further on these vital issues.